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Introduction | Background01

• Sequence-to-sequence models have made abstractive summarization viable 

by applying recurrent neural networks (RNNs) to read and freely generate 

text

• However, current systems exhibit undesirable behavior such as producing 

factual errors and the problem of repetition

• Out-of-vocabulary (OOV) words also become a problem for existing models 
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Introduction | Background01

Figure 1: An example article and summarization generated by baseline model
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Introduction | Proposed solutions01

• To handle OOV words and improve accuracy, copying mechanism is 

introduced to copying words from the source text

• Coverage mechanism is proposed to eliminate repetition

Figure 2: Summarization of example in Figure 1 generated by the proposed models
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Methodology | Baseline sequence-to-sequence attentional model02

• Attention distribution: 𝑎𝑡 at decoder timestep 𝑡 over the encoder hidden states ℎ𝑖
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Methodology | Baseline sequence-to-sequence attentional model02

• Context Vector: weighted average of encoder hidden states ℎ𝑖 with attention distribution 𝑎𝑡
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Methodology | Baseline sequence-to-sequence attentional model02

• Vocabulary distribution: probability distribution over all words in the vocabulary
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Methodology | Copying mechanism02

• Generation probability: probability of generating a word from the vocabulary
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Methodology | Copying mechanism02

• Final distribution: probability distribution over the extended vocabulary
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Methodology | Coverage mechanism02

• Coverage vector: sum of attention distributions over all previous decoder timesteps

• Coverage vector is used as an extra input to the attention mechanism:

• Coverage loss is added to the primary loss function to penalize the overlap between each 
attention distribution and the coverage so far :
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Evaluation | Experiments and Results03

Table 1: ROUGE and METEOR scores on the test set

• Dataset: CNN/Daily Mail (287,226 training pairs, 13,368 validation pairs and 11,490 test pairs)

• Evaluation metrics: ROUGE [1], METEOR [2] (higher is better) 

[1] Chin-Yew Lin. 2004b. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out: ACL workshop.
[2] Michael Denkowski and Alon Lavie. 2014. Meteor universal: Language specific translation evaluation for any target language. In EACL 2014 Workshop on Statistical Machine Translation.
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Evaluation | Some analysis03

• Left: Coverage mechanism eliminates undesirable repetitions

• Right: % of novel n-grams generated by proposed model are much smaller
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Conclusions05

Contribution of the proposed pointer-generator network:

• Reduce inaccuracies and repetition on abstractive summarization

• Outperform the abstractive state-of-the-art result on a challenging long-

text dataset

Limitation:

• Attaining higher levels of abstraction remains a question
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